
Real-Time Face and Object Tracking.

Benjamin R. Fransen, Evan V. Herbst, Anthony Harrison, William Adams and J. Gregory Trafton

Abstract— Tracking people and objects is an enabling tech-
nology for many robotic applications. From human-robot-
interaction to SLAM, robots must know what a scene contains
and how it has changed, and is changing, before they can
interact with their environment. In this paper, we focus on the
tracking necessary to record the 3D position and pose of objects
as they change in real time. We develop a tracking system that
is capable of recovering object locations and angles at speeds
in excess of 60 frames per second, making it possible to track
people and objects undergoing rapid motion and acceleration.
Results are demonstrated experimentally using real objects and
people and compared against ground truth data.

I. INTRODUCTION

Object and person tracking is a common need for robotic
applications. While a considerable amount of research has
been performed in the field of tracking, [26], a versatile
tracking algorithm capable of modeling and tracking objects
in real time remains a highly sought after tool. The system
presented here satisfies this need by recovering object models
from scene sensor data and then tracking said objects in real
time.

Tracking has two stages. First, an object must be learned
by the system. To generate object models, a time-of-flight
range camera is integrated with a calibrated color image at
the pixel level. This produces a dense range and color image
for every pixel. Elements of the range and color image can
then be tracked in segments or as a whole. It is also important
to note that no prior data is necessary for object modeling,
all data is generated by sensors on a mobile robot.

Second, an object must be detected and then tracked.
We utilize two methods for object detection, a haar based
detection system and a detection system that searches for
objects using the tracking system itself. To track the scene,
a 3D optical flow algorithm is derived that models scene
translation and rotation, recovering a full SE(3) transforma-
tion of an objects motion.

During tracking, only luminance images are used. By
removing the dependency on range images while tracking,
object models can be used by robots outfitted with only
luminance based cameras. This facilitates tracking at larger
distances where range data is less accurate than camera data
and facilitates the re-use of data by robots that lack range
sensors.

Work presented here has a wide impact including human-
robot-interaction, robotic object manipulation, simultaneous
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Fig. 1. MDS, ”Isaac”, poses with a tracking subject.

localization and mapping (SLAM), and even privacy preser-
vation [23]. Several contributions to the state of the art
are made by this paper. An extremely efficient optical flow
algorithm is presented for use in real time applications
capable of tracking faces and general scene elements. Multi-
core processor algorithm design issues and performance
characteristics are evaluated. Additionally, a novel hardware
integration is demonstrated for capturing combined shape
and appearance data for scene elements.

To help identify our system when comparing different
techniques throughout this paper we decided to name our
system ”FLOAT” which stands for Fast Linear Object Ap-
pearance Tracking. The name FLOAT is informative in re-
gard to the proposed algorithm and we will use it throughout
this paper to address the techniques proposed here.

II. BACKGROUND

Visual tracking is commonly used to enable human robot
interaction and robot navigation. Human robot interaction
utilizes whole body person tracking [15], arm and face track-
ing [7], and face orientations [22], amongst others. Vision
based navigation, commonly employs imaging systems for
simultaneous localization and mapping (SLAM) [2], [25],
object tracking [19], and scene recognition [3].

While the task space in vision-based robotics is diverse,
a few fundamental vision techniques overlap many, if not
all, robotic tasks. Of those techniques, two major thrusts
are notable—optical flow and template matching. Optical
flow tracking began with planar scene elements, eg. Kanade-
Lucas-Tomasi (KLT) tracker [27], and has since been ex-
tended to 3D objects by introducing shape from stereo and
the recent work in tracking via parametric shape models [1].
While the applications of templates is often times different
than optical flow, template based methods such as SIFT [8],

The 2009 IEEE/RSJ International Conference on
Intelligent Robots and Systems
October 11-15, 2009 St. Louis, USA

978-1-4244-3804-4/09/$25.00 ©2009 IEEE 2483

Authorized licensed use limited to: Naval Research Laboratory. Downloaded on February 04,2021 at 16:44:27 UTC from IEEE Xplore.  Restrictions apply. 



[18], [24] have shown great versatility in applications ranging
from 3D tracking for navigation to object recognition.

Work presented here extends a body of work in optical
flow tracking [4], [11], [14] by developing an efficient 3D
optical flow algorithm that facilitates tracking large regions.
We demonstrate that object tracking and appearance based
navigation does not need to be restricted to edges [19],
planar geometric restrictions [21], [25], corners, or other
fiducials. Additionally, we demonstrate how a time-of-flight
range camera can be integrated with a color camera at
the pixel level. In doing so, accurate position estimates
can be recovered for each pixel without the dense texture
requirements presented by stereo cameras. This facilitates
tracking a much wider range of objects than stereo cameras
are capable.

No user interaction is necessary for generating models.
Many tracking systems require user input for initialization.
Active appearance models [10], for example, commonly
require user specified correspondence between a models and
a user’s face. In contrast, all initialization is performed auto-
matically by this system. In the field of 3D model generation,
it is important to note that neither TOF imaging or stereo
cameras are necessary. Range imaging can be performed
by using shadows from an office lamp [5]. The minimal
hardware requirement for producing a tracking system of
this type is, therefore, a low-cost camera.

We will start by introducing the system that we use to
generate training data. For this task, we register a time-of-
flight (TOF) camera with a color camera to produce a dense
image of both luminance and 3D positions for every pixel.
We refer to this combined 3D and luminance data as the
object model. We will then formalize an efficient optical
flow algorithm that tracks an object model in a video stream,
without the aid of depth information, in real time.

III. MODEL GENERATION

To generate 3D models of an object we first derive the
methods necessary to register TOF range data with lumi-
nance data. Models, as referred to in this paper, are then
created using regions of a registered set of data.

A. Sensor Integration

Integrated range and color images are generated through
pixel level registration between a TOF range camera and
a calibrated color camera. The range camera used for this
system is a Swiss Ranger time-of-flight sensor. The Swiss
Ranger produces a 176x144 image with a 47.5◦x39.6◦field
of view with a maximum range of 7.5m. The transformation
from 3D coordinates in the TOF camera’s coordinate system
to the color camera’s coordinate system is recovered through
a least square point pair registration method described by
Horn et al [13]. To produce point pair correspondence, a
standard checkerboard calibration pattern is presented to
both cameras. The range camera returns both a luminance
image, measuring the reflectivity at each point in the range
image, and a 3D depth estimation. Using the range camera’s
luminance image, the calibration grid can be detected and

Fig. 2. Close up of sensor systems. Each eye contains a Point Grey FireFly
camera and the Swiss Ranger time-of-flight sensor is located in the forehead.

point correspondences can be generated between pixels in
the range image and pixels in the color image. The camera
systems mounted on the MDS robot [6] are shown in Figure
2. For simplicity, we chose to rotate the eye cameras to make
the optical axis parallel between the time-of-flight camera
and the color camera. While this is not absolutely necessary,
it can greatly simplify the camera registration process. A
larger image showing the robot with a tracking subject is
shown in Figure 1.

B. Merging Range and Luminance Images

Once the coordinate between cameras is recovered, a
projection matrix can be used to project TOF range data
into the luminance image as follows.

A luminance image I is a one-dimensional function de-

fined at pixel locations ~ui =
[
ui
vi

]
. Similarly, a range

image is a one-dimensional function defined at each pixel

~xj =

 xj
yj
zj

. Using a pinhole camera model, correspon-

dence between the range image and luminence image can be
solved.

A pinhole camera projective model P with focal lengths
(Fu, Fv) and optical center (Cu, Cv) projects points from
3D to image coordinates as

ui =
Fu xj
zj

+ Cu, vi =
Fv yj
zj

+ Cv. (1)

Renumbering corresponding points in the the range and
luminence image, we now have a correspondence between
points imaged by the TOF sensor and pixels in an image

(ui, vi) = P (xi, yi, zi).

P can be recovered through stereo camera calibration [16]
or generated for any web camera through freely available
calibration toolboxes [28].

IV. MODEL TRACKING

Each image Ii in a sequence shows the same scene from
some viewpoint. Image formation can be broken down into
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two parts: a motion model for the scene and a projection
from 3D to 2D. We use the SE(3) transformation (a rotation,
scaling and translation) as our motion model, and a pinhole
camera model, reviewed previously. SE(3) is a group, having
inverses and being closed under composition.

A. Motion Model

Let ~x(t) =

 x(t)
y(t)
z(t)

 be the coordinates of a point on the

object to be tracked at time t with respect to the camera’s
coordinate system. The object’s 3D motion is given by
motion parameters ~µ and the function ~f(~x, ~µ): the position
at time t of point ~x is given from its position at time 0 by
~x(t) = ~f(~x(0), ~µ(t)).

~x(t) = ~f(~x(0), ~µ(t)) (2)

= R3×3
t

 x(0)
y(0)
z(0)

+ ~T 3×1
t . (3)

For (Rt, ~Tt) to be an element of SE(3) it is necessary to
enforce that Rt gives a rotation and a homogeneous scaling.
This allows us to use a nonobvious ~µ, which we discuss later.

The coordinates of ~x at times t and k are then related by

~x(t) = Rt

(
R−1
k ~x(k)− ~Tk

)
+ ~Tt. (4)

B. Tracking

The problem of image registration consists of finding, for
each image Ii in a sequence, a geometric transformation
between the scene as seen in the first image I0 and as seen
in Ii, parameterized by a vector ~µ(i). At time 0 an object
template consisting of a set R = {~xi(0)} of 3D points
is acquired with the help of a depth camera as mentioned
previously. We center the template at the origin to help
minimize numerical error when applying transformations
later by the motion model,

~f(~x(0), ~µ(t)) = R

 x(0)
y(0)
z(0)

+ ~T (5)

=

 a b c
d e f
g h i

 x(0)
y(0)
z(0)

+

 Tx
Ty
Tz

 .(6)

One method employed for image registration algorithms is
gradient descent. One group of gradient-descent-based algo-
rithms, called compositional algorithms, assume that warps
form a group with the composition operation. Baker [4]
introduced the term inverse compositional image alignment
(ICIA), an especially efficient compositional algorithm, and
showed its mathematical equivalence to previous popular
gradient-descent-based approaches. Recent work by Buena-
posada and Muoz [14] gives a very readable introduction to
ICIA. While most uses of gradient descent algorithms have
been planar, (e.g. [11]), we track in 3D. The most recent
3D face tracking system from the developers of Watson [20]

also does 3D tracking with a variant of optical flow based
tracking, but with an ellipsoidal rather than a data-defined
model and at a reduced frame rate of only 12 Hz. In addition
to run time performance, we avoid the inaccuracies of
parametric models and initialization difficulties encountered
when parametric models are registered with objects in a
video stream.

One distinction for work presented here from previous
work is the motion model employed. Previous work utilizes
an incremental motion model based on the small angle
approximation, eg. [12]. Because we intend to track large
rotation changes, we provide a derivation for recovering a full
rotation matrix without restricting each incremental change
by the small angle approximation. This is done for tracking
of rapidly moving objects and to facilitate future use of this
algorithm in object recognition experiments where detecting
objects at large angle changes is beneficial.

One straightforward choice for the parameter vector ~µ is
then

[
Tx Ty Tz a b c d e f g h i

]
.

We apply our motion model in an ICIA framework as
follows. Estimate ~µ at each timestep by least-squares:

O(~µ) =
∑
~x∈R

(
~I(~f(~x, ~µ), t0)− ~I(~x, t)

)2

.

At each timestep t, find the change in ~µ that takes It to
It+τ :

O(δ~µ) =
∣∣∣~It(~f(~x(0), ~µ−1(t)))− ~I0(~f(x(0), δ~µ))

∣∣∣2 ,
Here we use the notation ~It(g(~x)) to stand for a column

vector concatenating

It(g(~xi))∀i ∈ R.

Also define ~µ−1 to be the parameter vector such that

~x2 = ~f(~x1, ~µ) ⇐⇒ ~x1 = ~f(~x2, ~µ
−1).

Linearize the objective:

O(δ~µ) ≈

∣∣∣∣∣~It(~f(~x(0), ~µ−1(t)))− ~I0(~x(0))− ∂~I0
∂~µ

(~x(0))δ~µ

∣∣∣∣∣
2

=

∣∣∣∣∣∂~I0∂~µ
(~x(0))δ~µ+ ~I0(~x(0))− ~It(~f(~x(0), ~µ−1(t)))

∣∣∣∣∣
2

Define the error image at time t:

E(~x, ~µ) ≡ I0(~x)− It(~f(~x, ~µ−1(t)))

Then the least-squares solution for δ~µ is

δ~µ∗ = −(MTM)−1MT ~E(~µ),

where M ≡ ∂~I0
∂~µ .

For calculation purposes, we can break down each row Mi

of M as
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Mi ≡
∂I0
∂~µ

(~f(~xi(0), ~µ(0)))

=
∂I0

∂ ~f
(~f(~xi(0), ~µ(0)))

∂ ~f

∂~µ
(~xi(0), ~µ(0))

=
∂I0

∂ ~f
(~xi(0))

∂ ~f

∂~µ
(~xi(0), ~µ(0))

=
∂I0
∂~u

(~u(~xi(0)))
∂~u

∂~x
(~xi(0))

∂ ~f

∂~µ
(~xi(0), ~µ(0)). (7)

The major advantage of the inverse compositional algo-
rithm over the basic compositional algorithm, which is why
we use the ICIA framework, is that M has no dependence
on ~µ(t), meaning M can be calculated entirely during
initialization.

∂~u
∂~x is the Jacobian of the pinhole transform:

∂~u

∂~x
(~x) =

[
Fu

z 0 −xFu

z2

0 Fv

z
−yFv

z2

]
,

We model all the elements of ~µ as independent, resulting
in a straight forward Jacobian:

∂ ~f

∂~µ
(~xi(0), ~µ(0)) =

 1 ~xi(0)T

1 ~xi(0)T

1 ~xi(0)T

 .
This formulation doesn’t actually restrict ~µ to represent

a rotation, translation and scaling; it can be any 3D affine
transformation. Thus we could express camera movement
and measurement errors as a skew in the rotation matrix R.
However, in this work we instead use properties of rotation
matrices and of the tracked object to constrain ~µ. Firstly, the
rows of a rotation matrix are orthogonal:[

g h i
]

=
[
a b c

]
×
[
d e f

]
.

Secondly, each row of a rotation matrix has unit 2-norm; in
particular

a2 + b2 + c2 = 1 = d2 + e2 + f2.

Thirdly, since a rigid object can’t change size, for our
purposes “scaling” must be interpreted as a change in z co-
ordinate: after optimizing over a . . . i but before normalizing
them, we can set

Tz(t+ τ) = |R| Tz(t).

Taking all these facts into account, we can remove g, h, i and
Tz from the vector we put through least-squares, reducing the
dimensionality of the optimization.

Now

~µ =
[
Tx Ty a b c d e f

]
,

∂~u

∂~x
(~x) =

[
Fu

z 0
0 Fv

z

]
and

∂ ~f

∂~µ
(~xi(0), ~µ(0)) =

[
1 ~xi(0)T

1 ~xi(0)T

]
.

Note that despite the fact that we’re now explicitly writing
some elements of ~µ as functions of others, for runtime
efficiency we retain the assumption that all variables are
independent. Since by assumption fz is independent of (the
new) ~µ, the third row ∂fz

∂~µ of ∂ ~f
∂~µ (~xi(0), ~µ(0)) becomes zero,

so we drop it and ~f becomes a two-dimensional function[
xi(t)
yi(t)

]
= ~f(~xi(0), ~µ(t)).

We follow [14] in performing a small fixed number of
least-squares iterations per frame, using the most recent
frame Ik as an approximation of It for

t ∈ {k, k + τ, k + 2τ, . . .}.

V. PERFORMANCE

The algorithm presented here has a computational com-
plexity of O(n) where n is the number of pixels. The number
of iterations we use for convergence depends on the frame
rate of the camera being used. For fast cameras with 60fps
image streams we use 15 iterations to maintain full frame rate
tracking. For slower cameras, more iterations can be used
while still maintaining the maximum frame rate supported
by the camera. With a fixed number of iterations, processing
requirements are deterministic, which is important for two
reasons. Deterministic processing allows us to ensure that
data will be available at regular intervals and it allows us to
run multiple applications on one processor without worrying
that a single application may sporadically overburden the
processor reducing resources intended for other applications.

To enable high throughput rates for the system we utilized
a multi-threaded architecture. Due to modeling variables in-
dependently and the structure of linear systems, the algorithm
can be broken down into equal sets of data than can be
processed symmetrically. By separating the problem into
parts and running each component in a different thread we
have been able to capture the full performance potential of
today’s multi-core architectures. Table I shows the frame
rate vs. thread count for a multi-threaded linear system
solution on a dual core machine. It is interesting to note the
initial speeds gains when moving from two to three threads,
followed by a slow decline in performance when the thread
count is beyond 4. This shows that the overhead of additional
threads outweighs load balancing gains between the cores as
the thread count becomes higher. The MDS carries a quad
core machine resulting in further speedup with additional
threads than reported here and we commonly run that system
with 8 threads.

VI. EXPERIMENTS

To verify the proposed tracking system, experiments were
conducted using faces. For validation data, an inertia cube
was used to record rotations for ground truth data compar-
isons. As output, the proposed system produces rotations in
degrees and translations in centimeters.
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TABLE I
RUN-TIME PERFORMANCE VS. NUMBER OF THREADS

Threads Frames/Second
1 32
2 32
3 64
4 65
5 64
6 64
7 63

.

To visually demonstrate the tracking algorithm, the scene
was augmented in two ways. First a coordinate system was
drawn in the video. For faces, the coordinate system was
placed on the tip of the nose. The coordinate system is
transformed using the recovered SE(3) transformation and
projected into each image. Each base of the coordinate
system is 10 centimeters long for face tracking and 30
centimeters for scene tracking. The second visualization is
a projection of the original template back into a darkened
black and white version of each image.

A. Face Tracking with Ground Truth Data

To produce ground truth data for comparison purposes, an
inertia cube was affixed atop the head mount from a Plex-
iglas face shield with the actual plastic shield removed. As
safety equipment, face shields have sturdy customizable head
gear that is well suited for placing sensors. The coordinate
systems of the visual tracker and inertia cube were aligned
physically by rotating the head gear until alignment. Once
aligned, the head gear proved to be reliable and did not slip
during any of our tests.

Face tracking is automatically initialized through a boosted
cascade algorithm [17] implemented in [9]. Face depth is
estimated from the face size. Face location is estimated from
the center of the detected face region. Orientation can be
recovered if the detected face is within approximately fifteen
degrees from a frontal face pose.

Results comparing ground truth data to user tracks are
shown in Figure 3. For further comparison, we also tracked
the person using the Watson system [20]. The original
training picture, template and tracking results are shown in
Figure 4. These results demonstrate the system’s capacity to
accurately track. To mitigate the effects of occlusion, three
templates were generated from the original training image.
The templates regions cover different sections of the face.
Doing so, large yaw angles were possible without occlusion.
Root mean squared (RMS) error, calculated in degrees, for
pitch, yaw and roll for both Watson and FLOAT are shown
in Table: II. Other than yaw, resulting error is within the 3
degrees RMS error of the inertia cube with FLOAT producing
30% less error than the Watson system. One possible source
of error for the Watson system is a misalignment between
the inertia cube’s coordinate system and Watson’s coordinate
system determined from face detection. The Watson system
reinitializes the tracker continuously to reduce drift. If during
one of the detection phases the face is not frontal, the ground
truth data and recovered track will not match. FLOAT does

Fig. 3. Pitch, yaw and roll results for visual tracking vs. inertia cube
generated ground truth data.

not suffer from drift and only needs to detect objects once at
the start of a track sequence. The low resulting error shows
the system’s capacity for accurately tracking faces.

TABLE II
ERROR RATES FOR FLOAT AND WATSON

Pitch Yaw Roll
FLOAT 1.72◦ 3.36◦ 0.85◦

WATSON 2.86◦ 1.96 ◦ 2.84◦

VII. CONCLUSIONS AND FUTURE WORK

A 3D tracking system based on scene data data has been
derived and demonstrated as an accurate and efficient method
for tracking faces. It is important to note that this system is
not limited to face tracking and can be used to track a wide
range of scene elements. Run time performance has been
demonstrated to be in excess of 60 frames/second facilitat-
ing accurate tracking of rapidly moving objects. Additional
research remains in further developing robust statistics for
3D flow based tracking and in expanding this system for use
in object recognition.
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